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Predicting Future Outcomes from Current Data
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Given 50 observed patients, what is the probability of success at 100?




What do current data show?
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Given observed interim data, how likely is
a win if all future data show an assumed
treatment effect?
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information + prior

predicts trial success
assuming a single future
treatment effect

predicts trial success based on
a distribution of possible
future treatment effects
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Computing Predictive Probabilities — Closed Form
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Bayesian Adaptive Methods for Clinical Trials. Berry et al. 2011



centered at prior estimate

Computing Predictive Probabilities — Closed Form

observed data at N =50
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Computing Predictive Probabilities — Closed Form

6 - Beta(a, b)
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Computing Predictive Probabilities — Closed Form

6 - Beta(a, )

observ.ed data a.tN=50 X, - B|nom|a[(n1’3)
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O|x1,nq ~ Beta(a + x4, + 1y — xq)
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Calculating a Predictive Probability of Success:
prior information Monte Carlo Integration

* clinical expertise
* previous studies
* purposefully diffuse
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Calculating a Predictive Probability of Success

interim observed
data
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Calculating a Predictive Probability of Success

interim observed
data

impute future data
sample from this posterior
distribution to impute future data

Example imputed

completed trial
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Calculating a Predictive Probability of Success

interim observed
data

impute future data . e
sample from this posterior Did this imputed data
set meet the success

distribution to impute future data .
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Calculating a Predictive Probability of Success
+ M
data

Did the imputed data
set meet the success
criterion?

For each complete
data set, run final
analysis

0.10 1

0.054

Imputed Trial Outcome
©  loss

©win

0.00

-100 50 0 50 100
Quality of Life Score



Calculating a Predictive Probability of Success
M
data
|

Did the imputed data
set meet the success
criterion?

For each complete
data set, run final
analysis

Predictive Probability of Success
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When would we need predictive probabilities?

* To choose a sample size at a prespecified interim analysis

The NEW ENGLAND STATISTICAL ANALYSIS
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J ¥ The adaptive trial design allowed for a sample size

ranging from 150 to 500 patients. During interim
analyses, the decision to stop or continue enroll-
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When would we need predictive probabilities?

* To identify subgroups benefiting most from a treatment

The NEW ENGLAND
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STATISTICAL ANALYSIS
The adaptive trial design allowed for a sample size
ranging from 150 to 500 patients. During interim
analyses, the decision to stop or continue enroll-
ment was based on a prespecified calculation of
the probability that thrombectomy plus standard
care would be superior to standard care alone with

respect to the first primary end point. The enrich-
ment trial design gave us the flexibility to identify
whether the benefit of the trial intervention was
restricted to a subgroup of patients with relatively
small infarct volumes at baseline. The interim

analyses, which included patients with available
follow-up data at the time of the analysis, were
prespecified to test for the futility, enrichment,
and success of the trial.
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When would we need predictive probabilities?
* To identify subgroups benefiting most from a treatment
’ }lggf{\I}\TVAELI\;? Alﬁgg?c INE

CIALTIES v  TOPICS v MULTIMEDIA v CURRENT ISSUE v LEARNING/CME wv R e S u ltS le d to a n F DA eX p a n S i O n

IIIIIIIIIIIIIII

FDA NEWS RELEASE

FDA expands treatment window for use of clot
retrieval devices in certain stroke patients

https://www.fda.gov/news-events/press-announcements/fda-expands-treatment-window-use-clot-retrieval-devices-
certain-stroke-patients



When would we want to use a predictive probability?

* To determine if additional data are likely to provide convincing evidence of
a treatment effect. In other words, should the trial stop for futility?
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When would we want to use a predictive probability?
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Table S6. Computations of the futility analysis

Predictive probability that an arm is identified as
best / worst at maximum sample size* Predictive probability

that any arm Wins**

Look Levetiracetam Fosphenytoin Valproate

Analysis after 400-Enroliment
(N=384 unique subjects)

* Maximum sample size was assumed to be 720 unique subjects for calculation of the predictive
probabilities.

** This represents the sum of the predictive probabilities arm is best/worst at the maximum sample size for
each of the 3 groups. If this sum is < 5%, the trial stops for futility.




When would we want to use a predictive probability?
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Medications for Status Epil¢ anaysis after 400-Enroliment
(N=384 unique subjects)

.0013/.0008 .002/.0027 .0022/.0013
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* Maximum sample size was assumed to be 720 unique subjects for calculation of the predictive
probabilities.

Published November 27, 2019 | N Engl ] Med 2019;381:2103-

VOL. 381 NO. 22 ** This represents the sum of the predictive probabilities arm is best/worst at the maximum sample size for
each of the 3 groups. If this sum is < 5%, the trial stops for futility.

was not included in the intention-to-treat analysis. In November 2017, enrollment was
discontinued at the recommendation of the data and safety monitoring board after the trial
met the predefined futility criterion in a planned interim analysis, since there was a 1%
chance of showing a most effective or least effective treatment if the trial were to continue to
the maximum sample size. Computations for the futility analysis are given in Table S6. A



Computing Bayesian
Predictive Probabilities
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Computing Bayesian Predictive Probabilities

Analytical Calculation Monte Carlo integration

* Mathematical formulato
directly calculate
predictive probability

* ifnoclosed form, requires
Monte Carlo integration

e Can become
computationally
restrictive

* Feasible whenintegral has
closed form

* Very fast

=~ Berry Consultants



Monte Carlo Integration for Bayesian
Predictive Probabilities

Clinical trial simulations for

Fit Bayesian model operating characteristics...
Impute future data & fit final Repeat
analysis model = | 1000s of times

| per scenario

Summarize % meeting trial _ L
S u C C e S S __ " aisaioutons of Tfr‘il!’ﬁ?ﬁ';’n! weatod
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Computing Bayesian Predictive Probabilities

Analytical Calculation Monte Carlo integration Approximation

* Mathematical formulato

sy esoulic * ifnoclosedform, requires

Monte Carlo integration

predictive probability * accurate
: : « Canbecome :
* Feasible whenintegral has . * simple and fast
computationally
closed form . ..
restrictive

* Veryfast
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Computing Bayesian Predictive Probabilities

Approximation

fits easily into both frequentist and Bayesian designs
without burdensome computation

=~ Berry Consultants



Predictive Probability Approximation

Predictive probability PPy is probability null hypothesis is
rejected if analysis performed at N patients

Interim analysis Final analysis

Rewrite final test statistic as weighted sum of Z,, and Zy_,,

7, ZnIy = Zp[In + Zy—ni[Iy — I Zy

Assume uninformative prior distribution 8 o« 1 whichyields
* n patients enrolled posterior: N patients enrolled

e [, Information Iy Information level
0|(Z, = z,) ~N(z,/\/ 1, 1/1 8
 p, associated p-value 1(Zn = 20) ~ N(zn /I 1/1n) py associated p-value

Results in predictive distribution for Zy_,

’I -1, I
ZN—nl(ZnZZn)~ N\ z, N] n'I_N
n n

O 1 —-py) — T —a)/r
1—7r 28

PP(p,,r,a) =@




Predictive Probability Approximation

(A =pp) - 7AWV
PP(p, r,a) = CI>< — )

Requires only:

* p:interim p-value

* n: information at interim

* N: expected information at trial end

Easy-to-use R functions at
github.com/BerryConsultants/approximatePredictiveProbability




Applying the Approximate Predictive Probability

Endpoint Example analysis I, Iy
Continuous T-tests Interim sample size Final sample size
ANOVA/ANCOVA P P
z-tests

Binary

Chi-squared tests

Interim sample size

Final sample size

Time-to-event

Log-rank test
Proportional hazards
models

Events at interim

Events at final

Ordinal/
Non-parametric

Ordinal regression
Wilcoxon rank-sum

Interim sample size

Final sample size

Count data

Generalized linear
regressions (e.g. Poisson
regression)

Interim exposure

Final exposure

Key Assumptions:
* primary analysis test statistic ~ Normal
er = I,/Iy known
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Example: Frequentist Binary Endpoint
* Primary Endpoint: Did a participant die by 90 days?

e Chi-square analysis

* Maximum Sample Size: 500
* Interim Goldilocks-style* sample size re-estimations:
* n =300 randomized
* n =400 randomized

* At each interim, the algorithm can:
* Stop trial enrollment for expected success at this sample size if PP > 90%
* Stop trial enrollment for futility if PPg9 < 5% or
* Continue trial enrollment

*Broglio et al. 2014 Not Too Big, Not Too Small: A Goldilocks Approach To Sample Size Selection



Interim 1: 300 Randomized

Randomized Follow-up Complete Events by 90 Days (%) Predictive Probability of Success at Current N Predictive Probability of Success at Max N
Total Control Treated Total Control Treated Control Treated PPn aPPn PPmaxN aPPmaxN
300 150 150 230 115 115 0.4435 0.3304 0.5031 0.4940 0.7112 0.7023
2004
180 1
160
140 4 . .
randomized randomized
120 1
[72]
?s 100 A
> follow-up foll
= oltow-u
80 1 complete P
complete
60 o
40
20 1
0 -

Corlmtrol Tref:\ted
Arm



Interim 1: 300 Randomized

PPmaxN aPPmaxN

0.7112 0.7023

met stopping criteria
for futility? no

Randomized Follow-up Complete Events by 90 Days (%) Predictive Probability of Success at Current N Predictive Probability of Success at Max N
Total Control Treated Total Control Treated Control Treated PPn aPPn
300 150 150 230 115 115 0.4435 0.3304 0.5031 0.4940
met stopping criteria for
expected success? no
2004
180 A
160 1
140 A . .
randomized randomized
120 4
[72]
E 100 A
> follow-up ol
- oltow-u
80 1 complete P
complete
60 -
404
20 1
0 -

Control

Arm

Treated




Interim 2: 400 Randomized

Randomized Follow-up Complete Events by 90 Days (%) Predictive Probability of Success at Current N Predictive Probability of Success at Max N
Total Control Treated Total Control Treated Control Treated PPn aPPn PPmaxN aPPmaxN
300 150 150 230 115 115 0.4435 0.3304 0.5031 0.4940 0.7112 0.7023
400 200 200 347 173 174 0.4509 0.2874 0.9995 0.9998 0.9973 0.9965
200 ~
) randomized randomized
160 -
140 -~
- follow-up foll
i oltow-u
2 complete P
S 100 complete
i
80 -
60 -
40
20 A
O -

Coﬁtrol Treelated
Arm



Interim 2: 400 Randomized

Randomized Follow-up Complete Events by 90 Days (%) Predictive Probability of Success at Current N Predictive Probability of Success at Max N
Total Control Treated Total Control Treated Control Treated PPn aPPn PPmaxN aPPmaxN
300 150 150 230 115 115 0.4435 0.3304 0.5031 0.4940 0.7112 0.7023
400 200 200 347 173 174 0.4509 0.2874 0.9995 0.9998 0.9973 0.9965
met criteria for expected success? met criteria for futility?
yes s no
200 ~
) randomized randomized
160 -
140 -~
- follow-up ol
i oltow-u
2 complete P
G 100 complete
i
80 -
60 -
40
20 A
0 -

Control

Arm

Treated




Final Analysis

Randomized Follow-up Complete  Events by 90 Days (%) Predictive Probability of Success at Current N Predictive Probability of Success at Max N Final Analysis
Total Control Treated Total Control Treated Control Treated PPn aPPn PPmaxN aPPmaxN p
300 150 150 230 115 115 0.4435 0.3304 0.5031 0.4940 0.7112 0.7023
400 200 200 347 173 174 0.4509 0.2874 0.9995 0.9998 0.9973 0.9965
400 200 200 400 200 200 0.4700 0.2750 0.0000
200 - success
180 -
Ly follow-up
140 - complete follow-up
complete

Control Treated
Arm



Simulation Studies

* |nterims at 60%, 80% information

* imputed predictive probabilities (iPP) vs approximate predictive probabilities (aPP)

Do the iPP and aPP look similar? Make the same decisions?

Endpoint Example analysis I, Iy
Continuous T-tests Interim sample size Final sample size
ANOVA/ANCOVA P P
Z-tests

Binary

Chi-squared tests

Interim sample size

Final sample size

Time-to-event

Log-rank test
Proportional hazards
models

Events at interim

Events at final

Ordinal/Non-parametric

Ordinal regression
Wilcoxon rank-sum

Interim sample size

Final sample size

Count data

Generalized linear
regressions (e.g. Poisson
regression)

Interim exposure

Final exposure
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IPP vs aPP across endpoint types

A | aPP vs iPP by Simulated Trial
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Summary

 Approximate predictive probability from interim z-scores
* Fits easily into both frequentist and Bayesian designs

* High similarity between imputed PP and approximate PP
* Though there are cases where they disagree (win ratio, analyses with
hard-to-compute information)

* Fast: reduces computational burden
* especially during clinical trial simulations

Marion*, Lorenzi* Allen-Savietta*, Viele, & Berry. Predictive Probabilities Made
Simple: A Fast and Accurate Method for Clinical Trial Decision Making
under review, available on arXiv

GitHub.com/BerryConsultants/approximatePredictiveProbability
easy-to-use R functions




